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Abstract: 

Keeping in view the growing demand of modeling the conditional moments of a distribution, the present 

study is an attempt to model and forecast the conditional mean prices of the tomato crop in the district 

Hyderabad by using the sophisticated statistical models such as ARIMA(p,d,q) and SARIMA(p,d,q)(P,D,Q)s. 

The weekly prices of the tomato were downloaded from an official website of Sindh Agricultural Marketing 

Department. The suitability of the data set for time series analysis was checked through Durbin-Watson test 

and after finding the suitability, the same was checked for stationarity though AFD test. Original prices were 

found non-stationary while their first difference made them stationary.  The differenced prices were then 

modeled by applying Box-Jenkins methodology. Seasonality in the prices was detected at every 32 weeks 

through autocorrelation and partial autocorrelation functions (ACFs and PACFs). Different specifications of 

seasonal ARIMA i.e., SARIMA(p,d,q)(P,D,Q)s models were used and based on the AIC and BIC and the 

white noise property of the residuals, SARIMA(1,1,1)(1,1,1)32 was selected as the best model. The future 

prices of the tomato were forecasted using the same model. It was concluded that the prices of tomato have 

great variability i.e., least prices were found in winter (October) while the highest prices were recorded in 

April. It was also observed that the forecast errors from SARIMA(1,1,1)(1,1,1)32 model were of very small 

magnitude as compared to the other candidates model. The comparison of the forecasted with the real prices 

shows that our selected model has upward bias of little magnitude that can be easily neglected. However, on 

overall basis, our selected model performs well in terms of forecasting and can be used to forecast the future 

prices of tomatoes in the selected study area. Based on the findings of the present study it is recommended 

many growers who want to take advantage from increases in tomato prices in April should focus on their 

production during this month. In terms of the sustainability of tomato production to control the price 

variations, considering consumers requests under good agricultural practices, the production which is 

qualified and proper to the food safety carries importance. Due to increase in consumption in the country 

and expansion towards new international markets, it is recommended that the tomato producers produce 

proper to the good agricultural practices. 
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INTRODUCTION: 

Tomato is the most important fruit worldwide.  It is a relatively short duration crop and gives a high yield. Its 

botanical name is Solanum Lycopersicon, and it belongs to the family Solanaceae. It contains vitamin B, C, 

iron, and phosphorus. The annual production of tomato is approximately 159 million tonnes. Tomato 

production in Pakistan was 530 thousand tonnes during 2011. The nine largest producing countries account 

for 74.2 % of the world’s yearly production (GoP, 2011). 
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Tomato is a fruit of significant economic values in Pakistan. Annual export report of tomato from the country 

averaged about 9833 tones during the past five years. Lowest export figure was recorded during 2014 - 15 and 

attributed to the bed crop harvest and rendering export. Per unit export prices are also low which apparently 

are attributed to produce quality.  Pakistan exported tomato to a quantum of 5692 tones and earned rupees 77 

million during 2015. Based on the last ten years average, the present national yield of tomato is 10.1 tones/ 

hectors which is quite low. To obtain a potential yield, high yielding varieties and improved production 

technology must be adopted (MINFAL, 2013). Sindh tomato production was recorded as 141.586 metric tons 

during 2015 as compared to 114.771 metric tons in the year 2014. The area under cultivation of tomato in 

Pakistan from 2000-01 to 2009-10 has increased from 27.9 to 50.0 thousand hectors and the production has 

increased from 268.8 to 476.8 thousand tones. Among the four provinces of Pakistan, Sindh ranks third in 

terms of area and production of tomato followed by Balochistan and KPK. It is cultivated in southern region 

of Sindh which includes Hyderabad, Badin, Thatta, and Karachi while in northern region it is cultivated in 

Mirpurkhas, Nawabshah, Nowshero Feroz, Larkana, and Sukkur.  

 

There has been observed a big variation in the retail prices of tomato in Pakistan which ranges from Rs. 10-

20/kg to Rs.80-120/kg.  This is because the prices of agriculture products are determined by supply and 

demand. During the days of high demand (i.e., during Ramadan, Eid-ul-Fitr and Eid-ul-Azha) the prices hit 

the ceiling of Rs. 120/kg (DAWN, 2016). There are several factors such as yield/production, quality, and 

demand and supply etc have already been reported in the literature as the cause of the price variation. Price 

forecasting is more acute with crops particularly tomato due to its highly perishable nature and seasonality. 

Forecasting tomato prices can provide critical and useful information to tomato growers making production 

and marketing decisions. Further, to improve domestic market potential for small holder producers, who are 

the biggest suppliers in the market and in line with the government’s Agriculture Sector Development Strategy 

(ASDS). Modeling the dynamics of conditional distribution is overall challenging and this study will provide 

the guidance to other students and researchers who want to model the conditional behavior of prices of any 

other crop in Pakistan.   

 

 1.5    Objectives of the Study: 

 The specific objectives of the present studies are, 

1. To model the time- varying behavior of tomato prices. 

2. To review the forecasting techniques used in time series analysis. 

3. To forecast the future prices of tomato crop for the area under study. 

 

MATERIALS AND METHODS 

3.1   Data Description 

The secondary data used in the present study consist of weekly prices of tomato which were collected from 

the official websites of Sindh Agriculture Marketing, Hyderabad 1. The data span from the first week of 

January 2011 to the last week of October 2016.  Selection of the district was purely subjective since the 

researcher belongs to the district Hyderabad. The mean weekly wholesale prices of the tomato were calculated 

and the same were used for further analysis.  The collected data yield nearly 300 observations. MATLAB 

(MATRIX LABORATORY) 2015a version was used for analyzing the data set.  

 

3.2   Methodology  

Suitability of Data Set for Time Series Analysis 

After collecting data, it was tested for its suitability for time series analysis. For this purpose, Durbin-Watson 

test was carried out to understand the nature of the data.  

 

1. www.sindhagrimarketing.com.pk. 
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3.6   Augmented Dickey Fuller (ADF) Test  

This is a unit root-test which is used to check whether the time series is stationary. The null hypothesis in the 

ADF test is “there is a unit root” i.e., in case of AR(1) model; 

ttt yY  += −− 11  

1;0 =H  

While the alternate hypothesis states that “The time series has no unit root”.  The alternate hypothesis can be 

formulated as under: 

1; AH  
The dickey fuller (DF) test is simply the t-test for H0  
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The asymptotic distribution of T̂ is not normal.  

 

NOTE all the time series process can be well represented by the first order Autoregressive process i.e., 

ttt tYyy  +++= − 21 . It is possible to use the Dickey-Fuller tests in higher order equations. Consider the 

thP  order autoregressive process.  

tptpppptptttt yyyyyyy  ++++++++= −+−−+−−−−− 11122332211 ......
 

To best understand the methodology of the augmented dickey-fuller test, add and subtract 1+− ptp y  to obtain: 

tptpptppptptttt yyyyyyy  +−+++++++= +−+−−+−−−−− 11122332211 )(...........  

Next add and subtract 21 )( +−− + ptpp y  to obtain 

tptpptpptttt yyyyyy  +−+−++++= +−+−−−−− 121332211 )(...........
 

Continuing in this fashion, we get: 
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Note that the dickey-fuller tests assume that the errors are independent and have constant variance. This raises 

four important problems related to the fact that we do not know the true data-generating process. First, the 

true data-generating process may contain both autoregressive and moving averages components. We need to 

know how to conduct the test order of the moving average terms. Second, we cannot properly estimate y and 

its standard error unless all the autoregressive terms are included in the estimating equation, clearly, the simple 

regression ttt yy  ++= − 1   is inadequate to this task if the true data-generating process. However, the 

true order of the autoregressive process.  

As test statistics indicates that the data is stationary, we can proceed estimate and forecast the model in order 

to fulfill our objectives of our proposed study using ARIMA(p,d,q) or SARIMA(p,d,q)(P,D,Q) model. A brief 

about these models is given as under: 

 

3.7   Autoregressive Integrated Moving Average (ARIMA) Model 

ARIMA(p,d,q) is better known as a time series forecasting techniques for short run, which is widely used in 

today’s world since the evolution of sophisticated statistical software packages. ARIMA(p,d,q) has four major 

steps in model building, identification, estimation, diagnostics & forecast. With these four steps first tentative 

model parameters are identified through graphs ACF and PACF then coefficient are determined and find out 
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the likely model, next steps involves is to validate the model and at the end use simple statistics and confidence 

intervals to determine the validity of the forecast and track model performance.  

 

ARIMA(p,d,q) model use the historic data and decomposes it into autoregressive (AR(p)) indicates 

autoregressive lags and (MA(q)) indicates weighted moving average lags over past errors. Therefore, it has 

three model parameters AR(p), I(d) and MA(q) all combined to form ARIMA(p,d,q) model. Where 

 

p = order of autoregression 

d = order of integration (differencing)  

q = order of moving average 

A non-seasonal stationary time series can be modeled as a combination of past values and the errors which 

can be denoted as ARIMA(p,d,q) or can be expressed as follows: 

qtqtttptpttt eeeeXXXX −−−−−− −−−+++++=  22112211  

p ,.....,, 10
are the autoregressive parameters, 

q ,.....,, 21
 are the moving average parameters, 

pttt XXX −−− ,.....,, 21
 are the lagged values of the dependent variable 

qttt eee −−− ,.....,, 21
 are the lagged values of 

the stochastic error term.  

3.8   Seasonal Autoregressive Integrated Moving Average (SARIMA) Model 

Once the seasonal indices are obtained, each observation is divided by its seasonal index to deseasonalize the 

data. The reason for deseasonalizing the price series is to remove the seasonal fluctuations so that the trend 

and cycle can be studied (Lind et al., 2009). For example, if you see a time series of sales that has not been 

deseasonalized, and it shows a large increase from November to December, you might not be sure whether 

this represents a real increase in sales or a seasonal phenomenon. However, if this increase is really just a 

seasonal effect, the deseasonalized version of the series will show no such increase in sales (Albright, et al., 

2011). In this study, we used SARIMA (seasonal ARIMA or seasonal autoregressive integrated moving 

average) model to forecast one-period ahead of the weekly tomato price series by applying Box-Jenkins 

approach. SARIMA model is useful in situations when the time series data exhibit seasonality-periodic 

fluctuations that recur with about the same intensity each year (Garcia-Martinez, et al., 2011).  

 

The seasonal ARIMA model incorporates both non-seasonal and seasonal factors in a multiplicative model. 

One shorthand notation for the model is (Chatfield, 2012): ARIMA(p,d,q)×(P,D,Q)S, with p = non-seasonal 

AR order, d = non-seasonal differencing, q = non-seasonal MA order, P = seasonal AR order, D = seasonal 

differencing, Q = seasonal MA order, and S = time span of repeating seasonal pattern (in a monthly data s = 

12). 

Without differencing operator, the model could be written more formally as;  

( ) ( )( ) ( ) ( )S S

t tB B x B B w   − =   

The non-seasonal components are: 

( )

( )

1

1

: 1 .....

: 1 .....
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MA B B B

  

  

= − − −

= + + +
 

The seasonal components are: 

Seasonal ( ) 1: 1 ....S S PS

PAR B B B = − − −  

Seasonal ( ) 1: 1 ....S S QS

QMA B B B = + + +  

3.9    Box-Jenkins Methodology 

Box - Jenkins Analysis refers to a systematic method of identifying, fitting, diagnostic checking, and then 

forecasting using autoregressive integrated moving average (ARIMA) time series models. The method is 

appropriate for time series of medium to long length (at least 50 observations). There are four steps of Box-

Jenkins methodology. 
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Step # 1. Identification  

Step # 2. Estimation  

Step # 3. Model Validation/ Diagnostics  

Step # 4. Forecasting 

These steps are briefly described as under; 

Step # 1.  Identification 

The identification step involves fitting the autoregressive component (variable “p”), the moving average 

component (variable “q”) of the ARIMA model as well as any required differencing (variable “d”) to make the 

time series stationary or to remove seasonal effects. The identification process is accomplished with the help 

of plotting the Autocorrelation and Partial Autocorrelation functions i.e., ACF and PACF of the data with their 

lagged values or by using the AIC (Akaike Information Criterion) and SBIC (Shwarz Bayesian Information 

Criterion) criteria. Details of these techniques are given as under: 

 

1. Autocorrelation Function (ACF) 

Autocorrelation is defined as the correlation of the data series along with its own lagged values. For example, 

if }{ tY  is the time series then first order autocorrelation is the correlation of Yt with Yt-1 i.e., ( )1, −tt YYCorr . In 

general, the autocorrelation between Yt and its ith lagged value is ( )itt YYCorr −, . It value ranges from -1 to +1. 

 

2. Partial Autocorrelation Function (PACF) 

Yet another important characteristic is a partial auto-correlation function (PACF) which is conditional 

correlation of ktY − with .tY after removing the effects of 1−+ktY . PACF is defined for positive lag only; their 

values also lie between -1 to +1. Both the characteristics, ACF & PACF are equally important, but ACF is 

relatively easier to calculate than PACF. Table 1 shows how ACF and PACF help in identifying the lagged 

values of the time series data? 

 

Table 1. Properties of ACF and PACF for AR, MA and ARMA models 

Properties AR (p) MA (q) ARMA (p,q) 

ACF Decay Cuts after q legs Decay 

PACF Cuts after p legs Decay Decay 

3. Akaike’s Information Criterion (AIC) 

It is a measure of the relative quality of statistical models for a given set of data. Given a collection of models 

for the data, AIC estimates the quality of each model, relative to each of the other models. Hence, AIC provides 

a means for model selection. 

The following is the formula for calculating the value of AIC; 

2
ln 2

−−

+
+=

kn

kn
AIC k

 
Where k is the number of parameters in the model, n is the sample size and ln is the natural logarithm.  

4. Bayesian Information Criterion (BIC) or Schwarz Bayesian Information Criterion (SBIC) 

It is a criterion for model selection among a finite set of models; the model with the lowest BIC is preferred. 

It is based, in part, on the likelihood function and it is closely related to the Akaike’s information 

criterion (AIC). 

The BIC was developed by Gideon E. Schwarz and published in a 1978 paper, where he gave 

a Bayesian argument for adopting it. It can be calculated as under; 

n

nk
SIC k

ln
ln 2 += 

 

Where k is the number of parameters in the model, n is the sample size, and ln is the natural logarithm.  
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Step # 02.  Estimation  

The estimation procedure involves estimating the model parameters for different values of p, d and q orders 

to fit the actual time series. We allow the software to fit the historical time series, while the user checks that 

there is no significant signal from the errors using an ACF for the error residuals, and that estimated parameters 

for the autoregressive or moving average components are significant. Shortly, we will select the model that is 

parsimonious (a model having all significant parameters after excluding the redundant parameters). Usually, 

the following estimation methods are used to estimate the parameters.  

1. Ordinary Least Square (OLS)  

2. Maximum Likelihood Estimation (MLE) 

3. Yule-Walker Equation  

Since the estimation of ARIMA(p,d,q) is mostly done by using the MLE method, so here we will describe only 

this method briefly. 

Maximum Likelihood Estimation (MLE): It is a method of estimating the parameters of a statistical model 

for the given observations. It works in the manner by finding the parameter values that maximize the likelihood 

function which simply tells you about the likelihood (most likely chances) that with these parametric values 

the model generates the data set. MLE be a special case of the Maximum Posteriori Estimation (MAP) that 

assumes a uniform prior distribution of the parameters or as a variant of the MAP that ignores the prior and 

which therefore is un-regularized.  

Step # 03.  Model validation/ diagnostics 

 

Once a model has been fit, the final step is the diagnostic checking of the model. The checking is carried out 

by studying the autocorrelation plots of the residuals to see if further structure (large correlation values) can 

be found. If all the autocorrelations and partial autocorrelations are small i.e., less than 2s.e, the model is 

considered adequate, and forecasts are generated. If some of the autocorrelations are large, the values of p 

and/or q are adjusted, and the model is re-estimated. 

Ljung-Box Test 

This test is used to check if the residuals from the estimated ARMA (p,q) model behave like a white noise 

(Enders, 2010). In this study, we applied this test in a univariate fashion. The test statistic is formulated as 

follows; 

1
( 2) ( )

M

ekm
MK

T T p m
Q

T m

=
+

=
−


)

 

Where )(mp
ke

)
 
is the estimated sample autocorrelation at lag m and T is the sample size. We reject the null 

hypothesis of no significant autocorrelations i.e.,  

H0; 0)(........)2()1( ==== mppp eee

)))
 

against the alternative that at least one of these autocorrelations is not equal to 0 i.e., 

HA; ,0)(),......1( mpp ee

))
 

is non zero at a conventional level of significance α = 0.05 & 0.01. The test statistics follows chi-square 

distribution with m-p-q degrees of freedom, i.e.,  
2~ ( )mQ m p q − − , where p and q refer to the autoregressive 
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and the moving average lag of the ARIMA(p,d,q) process respectively. Selecting an appropriate lag length is 

crucial when applying this test as the number of selected lags (m) affects the power of the test. If m is too 

small, the test will not detect higher-order autocorrelations. If it is too large, the test will lose power when 

significant correlation at one lag is washed out by insignificant correlation at other lags. The default value of 

m=20 has been suggested by Box, Jenkins, and Reinsel (1994), while Brockwell and Davis (1991) showed 

with simulation evidence that a value approximating ln(T) provides better power performance.    

Step # 04.   Forecasting 

After a time series is assured to be stationary, and fitted a model in such a way that there is no autocorrelation 

information in the residuals, we can proceed to forecasting. Forecasting assesses the performance of the model 

against real data. There is an option to split the time series into two parts, using the first part to fit the model 

and the second part to check model performance. Usually, the utility of a specific model or the utility of several 

classes of models to fit actual data can be assessed by minimizing a value such as mean square forecast error 

(MSFE), root mean square forecast error (RMSFE), mean absolute percentage error (MAPE), mean absolute 

error (MAE) etc.  

 

1. Mean Square Forecast Error (MSFE) 

In statistics, the mean squared forecast error of a curve fitting procedure is the expected value of the squared 

difference between the forecasted values implied by the forecasted function and the observed values of the 

data set. Mathematically; 

( )
2

1

ˆ
n

t t

t

y y

MSFE
n

=

−

=


 
Where yt is the observed value and ŷt  is the forecasted value and n is the total number of observations 

forecasted.   

 

2.    Root Mean Square Forecast Error (RMSFE) 

It is defined as the square root of mean square (the arithmetic means of the squares of a set of numbers) the 

RMS is also known as the quadratic mean and is a particular case of generalized mean. RMS can also be 

defined for a continuously varying function in terms of an integral of the squares of the instantaneous values 

during a cycle. Mathematically. 

𝑅𝑀𝑆𝐹𝐸 = √
∑ (𝑦𝑡 − �̂�𝑡)
𝑛
𝑡=1

2

𝑛
 

3.    Mean Absolute Percentage Error (MAPE) 

Also known as mean absolute percentage deviation (MAPD) is a measure of prediction accuracy of a 

forecasting method in statistics, example in trend estimation. It usually expresses accuracy as a percentage. 

Mathematically; 

𝑀𝐴𝑃𝐸 = 100 ×
1

𝑛
∑|

𝑦𝑡 − �̂�𝑡
𝑦𝑡

|

𝑛

𝑡=1  

RESULTS  

 

4.1   Descriptive Statistics: 

 

Figure 1: Weekly Wholesale Prices of Tomato: January, 2011 – September, 2016. 
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Figure 1 shows the time series plot of weekly prices of tomato (in monds) from 1st January 2011 to 30th 

September 2016. It can be clearly observed that these prices show some seasonal pattern however, this 

seasonal cycle is very difficult to examine here. Tomato price increases and decreases due to many reasons 

whether it is annual festivals like (Eid-ul-Fitr, Eid-ul-Azha, and Moharram-ul-Haram) and also due to 

seasonality. There are several months in which tomato have sky touching prices due to the unavailability of 

the tomato i.e., in the months of March-April, August-September, and October. During these months, the 

suppliers import tomato from the other countries like India, and China (MINFAL, 2015). 

 

Table 2. Summary Statistics of Weekly Prices of Tomato  along with different tests  

Minimum 325.7143 

Maximum                                     4050.000 

Mean                                     1617.052 

Variance                                     568582.600 

Skewness                                     0.398476 

Kurtosis                                     5.417782 

 Test Statistic p-value 

Ljung-Box test 1146.226 0.000 

Durbin-Watson test 0.048127 0.000 

ADF test -1.62806 0.09775 

 

Above table describe the descriptive results of the data set. The minimum of weakly wholesale prices of tomato 

/mounds is found Rs. 325.71 whereas the maximum of prices was attained RS 4050.00. The mean of the prices 

is RS 16117.05 with the variance of RS 568582.600 the large value of variance shows the greater variability 

in the prices of tomato. Similarly, the value of skewness (0.39876) and kurtosis (2.417782) shows that the 

data are away from normality. 

The value of Durbin-Watson (DW) was 0.048127 for the sample data of the tomato price from January, 2011 

to September, 2016 which indicates that the data is suitable for time series analysis. As ( ) 112 −DW  = 

0.954 which indicates that tomato prices show high 1st order autocorrelation which can be translated as the 

data under consideration are suitable for time series analysis. The p-value (0.09775) of the test statistic is 

greater than the selected level of significance (α = 0.05) shows that the null hypothesis is accepted. This shows 

that the series have a unit root which means it is non-stationary and needs to be differenced to make it 

stationary. 

Figure 2. Autocorrelations and Partial Autocorrelations of weekly wholesale prices of tomato  

 
Since the results of ADF test suggested that the weekly prices of tomato during the sample span are not 

stationary. To make the series stationary, we need to take its first difference i.e., the differencing parameters 

d will take the value 1. The following figure shows the time plot of differenced data. It can be easily seen from 

the above figure that the first difference of the data makes the weekly prices stationary. In simple words, now 
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mean and variance of the data under study are now time invariant i.e., these measures are now not a function 

of time but the function of a lagged value. This statement can be validated from the ADF test again (the results 

of which are shown in the following table.  

Figure 3. Plot of differenced weekly prices of tomato: January, 2011 to September, 2016. 

 
 

Table 3. Summary Statistics of Differenced Prices of Tomato  along with ADF-test  

Minimum -1254.290 

Maximum 1350.000 

Mean                                      1.600 

Variance                                      124044.300 

Skewness                                      0.303 

Kurtosis                                      7.130 

 Test Statistic p-value 

Ljung-Box test 21.716 0.864 

ADF test -17.059 0.001 

 

 

Table 3 divulges that the Augmented Dickey Fuller (ADF) test rejects the null of unit root which means that 

the differenced time series in now stationary. In the similar way, the Ljung-Box test statistic shows the 

autocorrelations are not significant.  

 

Figure 4.  Autocorrelations and Partial Autocorrelations of weekly differenced prices of tomato 

 
The ACFs and PACFs of the differenced series are plotted in the Figure 04. ACF and PACF values were found 

to be high at specific lags for the series. These values were determined as making sudden peaks and not 

disappearing especially at period of 32 weeks (32, 64, 96 etc). This demonstrates that the series has a seasonal 

structure. The seasonal spikes of ACF and PACF at lag 32, 64, 96 and so on are observed as being cut off after 

taking the difference. This also indicates that the seasonal model of AR(1) and MA(1). Therefore, to include 

the model of (1,1,1) to the part (P,D,Q) of the model will be formed can be considered as one of the best 

possibilities among the alternative choices. So far as at the non-seasonal part of the model (p, d, q), the 

discontinuation of ACF and PACF after lag 1 indicates the addition of AR(1) may be appropriate.  On the 

other hand, even the discontinuation occurs after 1 lag at the ACF and PACF value, these values are observed 

to be increased after a certain lag. Therefore, there is no clarity for the MA(q) term at the non-seasonal part of 

the model. In this situation, different alternatives are to be considered in order to account for the non-seasonal 

part of the model. 
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Table 4. SARIMA(p,d,q)(P,D,Q)S model estimates for differenced weekly prices 

Parameters (1,1,1)(1,1,1)32 (1,1,1)(1,1,2) 32 (1,1,1)(1,1,3) 32 (1,1,1)( 2,1,1) 32 (1,1,1)(3,1,1) 32 

1  0.898 0.850 0.824 0.988 -0.138 

t-value 17.038 11.090 8.886 17.378 -0.286 

2     -0.110 -0.047 

t-value    -2.030 -0.778 

3      -0.129 

t-value     -2.610 

SAR(32) -0.295 -0.342 -0.351 -0.308 -0.387 

t-value -6.391 -7.036 -7.142 -6.330 -8.136 

1  -0.969 -0.836 -0.801 -0.965 0.186 

t-value -32.119 -9.224 -7.488 -29.873 0.382 

2   -0.108 -0.091   

t-value  -1.784 -1.377   

3    -0.042   

t-value   -0.716   

SMA(32) -0.765 -0.755 -0.754 -0.768 -0.744 

t-value -17.755 -16.657 -16.455 -17.779 -16.136 

LL -2191.700 -2190.300 -2190.100 -2189.900 -2192.200 

AIC  4393.400  4394.700  4396.300  4393.900  4400.300 

SBIC  4411.900  4420.600  4425.900  4419.800  4430.000 

Q-STAT      34.060     41.549      43.775      39.119      45.880 

p-value        0.278     0.0782        0.050        0.012        0.032 

 

The estimates of the models along with their AICs, BICs, and the results of Ljung-Box test are presented in 

the Table 4. The model selection is purely based on the smallest AIC and SBIC values (Wang and Lim, 

2005). Besides these two criteria, the residuals of the selected model should behave like a white noise process 

(without having any significant autocorrelations in the residuals of the selected model). Among all the models, 

only the parameters from SARIMA(1,1,1)(1,1,1)32 and SARIMA(1,11)(2,1,1)32 models were found significant 

at conventional level of significance (α = 0.05). Besides these models, the parameters of the remaining models 

were found to be non-significant (since t-values are less than 1.95) which indicates that these models contain 

redundant parameters and their selection leads us to non-parsimonious model. Based on the estimates 

presented in the Table 5, log-likelihood (LL) selects the model with large number of parameters i.e., 

SARIMA(1,1,1)(3,1,1)32. It is well documented in the literature that LL always selects the model with large 

number of parameters, so it does here. Similarly, AIC and SBIC select SARIMA(1,1,1)(1,1,1)32 model. Their 

values were found to be least as compared to the other alternative models. 

 

Figure 5. ACF and PACF of the residuals from SARIMA(1,1,1)(1,1,1)32 model  
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Table 5. Out-of-sample forecast evaluation of selected SARIMA models 

 (1,1,1)(1,1,1)32 (1,1,1)(1,1,2) 32 (1,1,1)(1,1,3) 32 (1,1,1)( 2,1,1) 32 (1,1,1)(3,1,1) 32 

MSFE 581419.2 798714.7 741129.7 641153.1 585998.5 

RMSFE 762.5085 893.7084 860.8889 800.7204 765.5054 

MAPE 12.52 23.65 31.84 21.97 34.47 

 

It can be clearly seen form the table above that all the out-of-sample forecasts criterion select 

SARIMA(1,1,1)(1,1,1)32 model. In the present study, in case of in-sample-fitting and out-of-sample forecast 

evaluation, the same model is selected. The outcome shows that the proposed model can forecast the real 

tomato prices with an accuracy of MAPE value 12.52. MAPE is 12.52%, meaning that the forecasts are off 

by about 12% on average. The following figure shows the plot of observed and the forecasted differenced 

prices from the selected model i.e., SARIMA(1,1,1)(1,1,1)32 for the last 180 observations (out-of-sample 

period).  

It can be clearly observed that our selected model produces forecasts which are greater than the observed 

values which mean that our model has upward bias. The uncertainty associated with each estimated values is 

greater than the expected and hence upward biased is introduced in the estimated model.   

 

Figure 6. Plot of Observed and Forecasted Prices of Tomato from  SARIMA(1,1,1)(1,1,1)32 Model: 1st 

week of May, 2013 to 4th week of September, 2016 

 
 

The following table shows some of the real prices and their forecasted values respectively. However, on 

overall basis, our selected model performs well in terms of forecasting and can be used to forecast the future 

prices of tomato in the selected study area.  

 

Table 6. Out-of-sample Real and Forecasted Tomato Prices from SARIMA(1,1,1)(1,1,1)32:  1st May, 2013 

to 30th December, 2013 

Weeks Observed Forecasted Weeks Observed Forecasted 

1 57.14286 77.22176  13 28.57143 46.32175 

2 274.2857 311.4321  14 314.2857 355.9831 

3 165.7143  201.6234 15 -107.143 -125.6294 

4 -388.5710 -401.7830  16 207.1429 241.1958 

5 462.8571 498.6341  17 -171.429 -198.5589 

6 -45.7143  -62.9263 18 392.8571 422.4582 

7 -184.286 -202.176  19 -550.000 -590.1633 

8 148.5714 163.4591  20 -228.571 -256.6221 

9 697.1429 725.2271  21 -14.2857 -26.3671 

10 261.4286  301.2749 22 414.2857 432.3417 

11 -182.857 -227.4569  23 -140.000 -156.1532 

12 -265.714 -296.4391  24 -302.857 -345.1032 
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DISCUSSIONS: 

The results found and presented in the previous chapter are discussed in the following paragraphs. 

 

The weekly prices of the tomato show a non-stationary structure due to the presence of the trend in the prices. 

It is well reported in the literature that the prices are non-stationary in the nature as reported by Lewbel and 

Serena (2002), Chang et al.(2015).  The trend effects were removed by taking the first difference of the prices. 

This differencing makes it stationary. Most of the time series becomes stationary at their first difference as 

reported by Hyndman (2008) and Wooldridge (2006), the same was observed and reported in the present 

research. The results of ADF-test also suggested that the time series in trend stationary. The stationary 

structure of Real prices can be considered as negative regarding the sustainability of tomato production 

while the increase (Lundell et al., 2004) in real prices of input is considered. 

 

Once stationarity is achieved, the next step was to find the data generating process with the help of ACF and 

PACF of the differenced series. Since the exponential decay of the ACF showed that process is AR(1) and the 

behavior of PACF showed that it also includes the MA(1) process, so the expected model on the basis of ACF 

and PACF was ARMA(1,1) model.  Besides, the significance of every 32 lag showed the seasonality pattern 

in the prices of tomato which was around 8-month seasonality in the prices of tomato. The same results were 

also reported by Adanacioglu and Yercan (2012)  in their research regarding the modeling of tomato prices in 

Turkey. On the basis of all these results the proposed model was SARIMA(p,d,q)(P,D,Q)S. The seasonality in 

the behavior of tomato prices were also reported by Adanacioglu and Yercan (2012).  The estimation of the 

parameters of the SARIMA(p,d,q)(P,D,Q)S model was done through maximum likelihood method. The 

estimation results showed that all the parameters of SARIMA(1,1,1) (1,1,1) 32 was the best model. This 

decision was also confirmed with the help of AIC and BIC criteria. These two criterion also selected the 

SARIMA(1,1,1) (1,1,1) 32 model. Adanacioglu and Yercan (2012) in their research also selected the 

SARIMA(1,0,0) (1,1,1) 12 model for modeling the tomato price behavior in Turkey which clearly indicates 

that the price behavior of tomato has clear seasonal effects. This difference in the seasonality behavior between 

Turkey and Pakistan might be due to the change in sowing and harvesting period, due to difference in supply 

and demand period and due to the climatic conditions of the two countries. After estimating the model, the 

next step was to forecast the future values of the time series under study. One-step-ahead forecasts were 

generated using the best selected model. The forecasted values were found quite close to the real values of the 

data under study. The forecast errors were of very small values as reported by the Adanacioglu and Yercan 

(2012) in their study. It was clearly observed that our selected model produces forecasts which are greater 

than the observed values which mean that our model has upward bias. The uncertainty associated with each 

estimated value is greater than the expected and hence upward biased is introduced in the estimated model. 

However, on overall basis, our selected model performs well in terms of forecasting and can be used to forecast 

the future prices of tomatoes in the selected study area.  

 

CONCLUSION: 

This study concludes that the there is a great variability in the prices of tomato in the selected district. The 

prices of tomato are changing after every thirty two weeks which shows the seasonality pattern in the prices 

i.e., the prices are very low during winter while very high during summer. The results obtained from this 

study shows that the prices of tomatoes in Hyderabad district have not showed any trend towards an 

increase or a decrease. In fact, the decrease of income of tomato growers may bring out the farmer group 

who is unwilling to continue to produce tomato. It can already be stated that the tomato producers work 

away from the profitability. Based on the findings, it can be concluded that the conditional price behavior 

of tomato can be best modeled by using the SARIMA(1,1,1)(1,1,1)32 model in the selected district. The 

forecasts predicted from the model which has chosen to determine the course of the prices of next f e w  

years show that any significant changes will not occur in real tomato prices by the coming years and the 

past behavior of tomato will continue in the future with the same pattern of seasonality. However, the price 

forecasts put forward that the tomato growers face with a price risk caused by the uncertainty of the 

market. 
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FUTURE OUTCOMES: 

The following recommendations are purely based on the major findings of the current study.  

Many growers who want to take advantage from increases in tomato prices in April should focus on their 

production during this month.  

In terms of the sustainability of tomato production in order to control the price variations, considering 

consumers requests under good agricultural practices, the production which is qualified and proper to the food 

safety carries importance. 

Regarding the low tomato production in the selected district during summer requires the government to 

provide credit facilities that will enable households to access such credit at a reasonable cost. 

To provide a reasonable price which would be accepted by the growers and to measure against risk factors of 

the price to be taken are required.    

For this purpose, considering consumers requests under good agricultural practices, the production which 

is qualified and proper to the food safety carries importance.  

Due to increase in consumption in the country and expansion towards new international markets will be 

possible.  Lately, arriving to the awareness of this situation of the tomato growers is thought. Thus, the 

survey in the Antalya province of Turkey in 2011 conducted by Yercan et al.  has showed that the tomato 

producers produce proper to the good agricultural practices. 
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